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ABSTRACT: Enabling the rational synthesis of molecular
candidates for quantum information processing requires
design principles that minimize electron spin decoherence.
Here we report a systematic investigation of decoherence
via the synthesis of two series of paramagnetic coordin-
ation complexes. These complexes, [M(C2O4)3]

3− (M =
Ru, Cr, Fe) and [M(CN)6]

3− (M = Fe, Ru, Os), were
prepared and interrogated by pulsed electron paramagnetic
resonance (EPR) spectroscopy to assess quantitatively the
influence of the magnitude of spin (S = 1/2,

3/2,
5/2) and

spin−orbit coupling (ζ = 464, 880, 3100 cm−1) on
quantum decoherence. Coherence times (T2) were
collected via Hahn echo experiments and revealed a
small dependence on the two variables studied, demon-
strating that the magnitudes of spin and spin−orbit
coupling are not the primary drivers of electron spin
decoherence. On the basis of these conclusions, a proof-of-
concept molecule, [Ru(C2O4)3]

3−, was selected for further
study. The two parameters establishing the viability of a
qubit are a long coherence time, T2, and the presence of
Rabi oscillations. The complex [Ru(C2O4)3]

3− exhibits
both a coherence time of T2 = 3.4 μs and the rarely
observed Rabi oscillations. These two features establish
[Ru(C2O4)3]

3− as a molecular qubit candidate and mark
the viability of coordination complexes as qubit platforms.
Our results illustrate that the design of qubit candidates
can be achieved with a wide range of paramagnetic ions
and spin states while preserving a long-lived coherence.

The realization of quantum information processing (QIP)
is a fundamental challenge with important contributions

arising from the intersection of chemistry and physics. Indeed,
particular attention is warranted from chemists because a
quantum computer could accurately simulate the quantum
behavior of chemical systems.1 While many systems have been
proposed for QIP,2 electronic spin represents a promising
approach to quantum bits, or qubits.3 Electronic spin-based
QIP employs transitions between MS levels that can be simply
addressed by electron paramagnetic resonance (EPR) spec-
troscopy. Utilizing electronic spin as a qubit offers a key
advantage, namely, that a single parameter, zero-field splitting,
creates a manifold of separately addressable transitions, each
one a qubit. The inherent scalability and tunability engendered
by zero-field splitting are illustrated in Figure 1, which depicts a

molecule with spin quantum number S possessing 2S+1 MS
states and S(2S+1) unique transitions between pairs of those
states that could be utilized as qubits.4 As zero-field splitting is a
synthetically tunable property of high-spin transition metal
complexes that splits MS levels by energies determined by axial
(D) and transverse (E) components, it ensures uniqueness of
the energies of each of the S(2S+1) qubits.3,5,6 Scalability in
electron-based QIP is further enabled by the relative strength of
magnetic superexchange coupling relative to nuclear-spin
systems, thus creating potentially strong interqubit interactions
over long distances.7 The simultaneous realization of scalability
and tunability in electron spin qubits demonstrates their
promise for the implementation of quantum computation.8,9

The primary challenge in realizing electronic spin-based QIP
lies in developing a long coherence lifetime for the qubit, T2,

10

relative to the time scale of a computational cycle.9,11 This is a
particular challenge for electronic spin-based QIP because T2
values for electron spins are typically short.7,8,12,13 Yet,
theoretical estimates of achievable coherence times14 suggest
that long coherence times are within a synthetically tunable
range. Thus, the preparation of molecules with long coherence
times is a valuable design target for inorganic chemists.
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Figure 1. (Left) Molecular structure of [Cr(C2O4)3]
3−. Light blue, red,

and gray spheres represent chromium, oxygen, and carbon atoms,
respectively. (Right) Splitting of the MS levels of the S = 3/2 moment
in [Cr(C2O4)3]

3−, calculated for gz = 1.99, D = −0.71 cm−1, E = 0
cm−1 (see Supporting Information) under a static 1000 Oe dc field
parallel to the z-axis. Blue arrows indicate the six potential qubits in
[Cr(C2O4)3]

3−.4
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Rational synthesis of molecular qubits necessitates the ability
to design molecules with long coherence times. Connecting
electronic and molecular structure with decoherence would give
rise to design principles that could be followed for the
preparation of long-lived electron spin qubits. Two aspects of
the electronic structure of paramagnetic complexes that are
essential for tuning the qubit transition manifold are S and
spin−orbit coupling (SOC).15 Notably, both of these have also
been implicated as major facilitators of decoherence.7,16−19

Indeed, the presence of a larger S increases the contribution of
electronic dipolar decoherence mechanisms to the overall
decoherence rate,7,16 while greater SOC allows more rapid
decoherence by enhancing coupling between lattice phonons
and spin.20 To the best of our knowledge, however, rigorous
experimental examination of the contribution of these processes
to decoherence under conditions relevant to QIP is lacking.
Herein, we report a systematic investigation of the influence of
spin magnitude and SOC on coherence times in six
paramagnetic transition metal complexes and demonstrate
proof-of-concept with a new candidate qubit.
Six molecules were selected for a systematic study of

decoherence comprising two series, one varying the magnitude
of S and the other varying SOC (see Figure 2). The complexes

selected were K3[Ru(C2O4)3] (1),21 K3[Cr(C2O4)3] (2),22

K3[Fe(C2O4)3] (3), (Ph4P)3[Fe(CN)6] (4),23 (Ph4P)3[Ru-
(CN)6] (5),24 and (Ph4P)3[Os(CN)6] (6).25 Molecules 1−3
and 4−6 vary spin magnitude and SOC, respectively. The
complexes of 1−3 possess spin states of S = 1/2,

3/2, and
5/2,

whereas those of 4−6 are all S = 1/2 but feature increasing free-
ion SOC constants of 464, 880, and 3100 cm−1 (see Figure S1
in Supporting Information).23b,24a,25

These compounds were meticulously selected to create
systematic variation of the desired property while maintaining
other features of the electronic structure. Importantly,
octahedral coordination environments were maintained
throughout both series, although the oxalate complexes do
deviate from perfect octahedral symmetry. Within each series
uniform ligand fields were employed to reduce variation in the
structural and electronic properties. All of these molecules
possess half-integer spin states, allowing more facile EPR
spectroscopic characterization. To eliminate complications
arising from nuclear spin-based decoherence within the

molecules, complexes in a zero nuclear spin ligand field were
selected for the spin series of compounds, while the SOC series
employed ligands with nitrogen as the only spin-active
nucleus.8,20,26,27 All metals selected contain a low natural
abundance of spin-active isotopes. However, nuclear spin could
not be removed from the solvents, and that will be the subject
of a future study. Within the spin series 1−3, it was not possible
to completely control for the variation of SOC, as it varies with
element and oxidation state.5 However, the larger spin−orbit
coupling of compound 1 compared with compounds 2 and 3
provided a useful intersection point between the two series and
allowed for a direct comparison of the effects of both properties
of interest. Compounds 1−6 were prepared following literature
methods, with the exception of 3, which was used as received.
However, the synthesis of 5 required substantial modification of
the original procedure (see p S4 of Supporting Information).24a

Coherence times (T2) for frozen 1 mM solutions of 1−6 in
1:1 (v/v) H2O/glycerol were extracted from data obtained by
application of a two-pulse Hahn echo sequence at temperatures
ranging from 5 to 22 K. The pulse sequence we employed is
depicted in Figure 3. Cw-EPR spectra were acquired to

determine zero-field splitting parameters for 2 and 3 (see
Figures S10−S13 in Supporting Information). Echo intensities
were recorded as a function of dc applied field (see Figure S2 in
Supporting Information). In each echo-detected field-swept
spectrum, a maximum in the echo intensity was observed at the
dc fields listed in Table 1. Echo decay curves were subsequently
acquired on all samples at the field of maximum echo intensity
(see Figures S3−S8 in Supporting Information). Echo
intensities decayed with increasing interpulse delay times (τ)
for all complexes, and the rate of decay increased with
increasing temperature (see Figure 3). Quantitation of T2
proceeded by fitting the decay of the echo intensity by a
stretched exponential function, I(2τ) = I(0) exp(−(2τ/T2)

x),
where I is the echo intensity, I(0) a pre-exponential factor, and
x the stretch factor, while τ and T2 possess their previously
defined meanings. Values of T2 obtained from the best fits to
the data are listed in Table 1. For 1−3, T2 decreases slightly at 5
K from 3.44(1) in 1 to 1.83(1) μs in 3. T2 values slightly
increase from 4 to 6, ranging from 2.38(6) to 4.12(6) μs at 5 K.

Figure 2. Depictions of the molecular structures of the spin series 1−3
(left) and spin−orbit series 4−6 (right). Red, blue, and gray spheres
represent oxygen, nitrogen, and carbon atoms, respectively. The
central light blue and orange spheres represent the varying metal
atoms.

Figure 3. Normalized decay curves for 3 in 1:1 H2O/glycerol and
graphical depiction of the Hahn echo pulse sequence. The black lines
represent stretched exponential functions fit to the data.
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These values of T2 for 1−6 are comparable in magnitude to
those of other mononuclear transition metal complexes.28

Insight into the impact of spin magnitude on decoherence
can be attained through comparison of the T2 values across 1−
3. The results confirm that increasing spin magnitude impacts
decoherence: 1 displayed the longest T2 values, followed by 2
and then 3. Thus, the trend in our data is in accordance with
expected results: a larger spin magnitude will increase the
strength of intermolecular dipolar interactions and enhance the
contribution of both electronic and nuclear dipolar flip-flops to
the decoherence rate.7,16,19,29 However, notably, although T2
decreases with increasing spin, the difference between 3 and 1
at 5 K is only a factor of ∼2. The small magnitude of the
decrease allows the molecules possessing the largest spins to
display coherence times within the microsecond regime, a
relatively long-lived state. These results demonstrate that in the
concentration regime appropriate for signal detection, spin
magnitude can be varied without significantly compromising T2.
Comparison of the T2 values for 4−6 elucidates the influence

of SOC, the magnitude of which increases dramatically in the
order FeIII < RuIII < OsIII. The magnitude of T2 was expected to
decrease in that order, owing to the fact that SOC mediates
spin−lattice relaxation, a contributor to decoherence. However,
the shortest T2 value observed at 5 K is for 4, followed by 5,
and then 6 (see Table 1). This trend is the opposite of the
expected dependence, and thus the operative mechanisms for
decoherence in 4−6 are not strongly dependent on variations
in SOC. The T2 of 1 supports this notion, as 1 exhibits the
longest coherence time of the spin series despite having the
greatest degree of SOC in that set. These results highlight the
fact that one need not focus on low-ζ ions when synthesizing
new electron spin qubits. On the basis of these results, we
hypothesize that the primary driver of decoherence in these
systems is the frequently implicated nuclear spin-based
decoherence.7,8,11

In order to validate the design principles set out above, we
selected a species, [Ru(C2O4)3]

3−, with substantial spin−orbit
coupling, for evaluation as a qubit. The two conditions required
for a successful electron spin qubit are the presence of a
sufficiently long T2 and the ability to place the potential qubit
into any arbitrary superposition of its two constituent states.
This property, known as coherent spin dynamics, is unusual
and has been observed in only a small number of molecular
species.13,18,19,30 Its existence is demonstrated by transient

nutation experiments, in which an applied pulse of varying
length, tp, places the qubit into a specific superposition state
determined by the pulse length. After a fixed delay much
greater than T2, a two-pulse Hahn echo sequence is used to
detect the echo intensity (see Figure 4).29,30

If the molecule is viable as a qubit, the echo intensity will
display a continuous, decaying oscillation (known as a Rabi
oscillation) as the system cycles through superposition
states.13,30b As electron spin echo envelope modulation
(ESEEM)29 or cavity effects30a can also impart oscillating tp
dependence to the echo intensity, it is necessary to record
nutation data at multiple pulse powers. The frequency of a Rabi
oscillation, the Rabi frequency (ΩR), will increase linearly with
the pulsed field strength B1, in contrast to ESEEM, for which
the frequency remains constant.29 As shown in Figure 4,
Fourier transforms of the oscillations of 1 recorded at multiple
powers reveal a linear relationship between B1 and ΩR. Thus,
the MS = −1/2 ↔ MS = +1/2 transition in complex 1 can be
successfully placed into any arbitrary superposition, and the
transition does, in fact, behave as an electron spin qubit. To our
knowledge, this marks the first observation of Rabi oscillations
in a second- or third-row transition metal complex.
The foregoing study demonstrated via measurement of 1−6

that variation in spin and SOC is viable without significant
impact on coherence time. One key advantage of electronic
spin-based qubits is the ability to synthesize a single molecule
containing multiple qubits by tuning zero-field splitting and
spin. Since rational synthesis of molecules with a manifold of
separately addressable transitions relies upon careful synthetic
tuning of spin and SOC, our results illustrate the viability of
mononuclear transition metal molecules as QIP candidates.
Observation of Rabi oscillations in a second-row transition
metal complex further bolsters this conclusion. Taken together,
these results provide a first step toward a set of guidelines for
the future development of an electron spin-based molecular
qubit. Future research will focus on the synthesis and
measurement of nuclear spin-free mononuclear transition
metal complexes and the quantification of nuclear spin-based
decoherence.

Table 1. Magnetic Parameters and T2 values
a for 1−6

1 2 3

S 1/2
3/2

5/2
Hdc (Oe)

b 2812 2130 3501
T2 at 5 K 3.44(1) 2.79(3) 1.83(1)
T2 at 14 K 2.01(1) 1.86(3) 0.81(1)
T2 at 22 K 0.41(2) 1.27(4) 0.45(5)

4 5 6

S 1/2
1/2

1/2
ζ (cm−1)c 464 880 3100
Hdc (Oe)

b 3364 3394 3865
T2 at 5 K 2.38(6) 2.55(4) 4.12(6)
T2 at 13 K 0.55(8) 1.25(5) 3.17(4)
T2 at 22 K 0.60(9) 1.29(10) 1.04(4)

aIn units of μs, as determined on 1 mM solutions in 1:1 H2O/glycerol.
bDc applied field at highest echo intensity. cFree-ion values from refs
23b, 24a, and 25.

Figure 4. Rabi oscillations and pulse sequence for a solution of 1 at 5
K, Hdc = 2812 G, and relative B1 of 2.0. Inset: Rabi frequency of
oscillations from 1 as a function of the pulsed field strength relative to
the lowest employed B1.
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